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I 

 

Abstract 
 

Automatic Number Plate Recognition has been a difficult task attempted by many for the purposes of law 

enforcement, car park management and more. Additionally, many dashboard cameras have been adopted in 

recent times by vehicle owners and drivers as a form of evidence, protecting themselves against false claims 

or allegations. Providing law enforcement with such evidence however has become a tedious and time 

consuming task for both dashboard camera users and law enforcement users due to the use and need of 

computers to complete online forms. 

This project aims to explore, identify and develop a software artefact which provides a seamless, effective 

and efficient approach to reporting driving offences or incidents using Automatic Number Plate 

Recognition.  

It is discovered that the project aim was successfully achieved although particularly, the techniques to pre-

process and segment characters of licence plates greatly affects it accuracy and performance. It was also 

found this project could be used as proof of concept which underwent all stages of the Software 

Development Life Cycle including requirements gathering, testing & more, and that future recommendations 

were identified and outlined for the evolution of this project. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



II 

 

Table of Contents 

Abstract ............................................................................................................................................................. I 

List of Tables ................................................................................................................................................. III 

List of Figures ................................................................................................................................................ IV 

Acknowledgements .......................................................................................................................................... 1 

1. Introduction .............................................................................................................................................. 2 

1.1. Project Rationale and Background ..................................................................................................... 2 

1.2. Aims and Objectives ............................................................................................................................. 2 

1.3. Constraints and Ethical, Moral, Legal & Social issues. .................................................................... 2 

2. Literature Review ..................................................................................................................................... 3 

2.1. Introduction ........................................................................................................................................... 3 

2.2. Road Network Video Surveillance / Dashcam Technologies ............................................................ 3 

2.3. Computer Vision and Object Detection Technologies ....................................................................... 4 

2.4. Licence Plate Detection Methods and Techniques ............................................................................. 8 

2.5. Intelligent Transport Systems ............................................................................................................ 11 

2.6. Conclusion ........................................................................................................................................... 12 

3. Project methodology ............................................................................................................................... 13 

3.1. Software Development Life Cycle ..................................................................................................... 13 

3.2. Project Planning and Task Management ......................................................................................... 14 

3.3. Source Code Management ................................................................................................................. 15 

4. Project Requirements ............................................................................................................................. 17 

4.1. Requirements Elicitation .................................................................................................................... 17 

4.2. Requirement Specification ................................................................................................................. 17 

5. Analysis and Discussion of I.T Design .................................................................................................. 23 

5.1. System Architecture............................................................................................................................ 23 

5.2. Dashcam Task Analysis ...................................................................................................................... 24 

5.3. Low Fidelity Web Prototype .............................................................................................................. 25 

5.4. Entity Relationship Diagram ............................................................................................................. 26 

6. Discussion of Implementation................................................................................................................ 27 

6.1. Computer Languages, Software and Libraries ................................................................................ 27 

6.2. Iteration 1 - Basic Website ................................................................................................................. 28 

6.3. Iteration 2 - Website and Python Login/Register ............................................................................ 29 

6.4. Iteration 3 - Video Frame ................................................................................................................... 32 

6.5. Iteration 4 - Edge Detection ............................................................................................................... 33 

6.6. Iteration 5 – YOLO Algorithm .......................................................................................................... 36 

6.7. Iteration 6 – Optical Character Recognition .................................................................................... 40 

6.8. Iteration 7 – Speech Recognition ....................................................................................................... 42 

6.9. Iteration 8 – Uploading/Displaying Data .......................................................................................... 42 

7. Testing and Evaluation Against Requirements ................................................................................... 43 



III 

 

7.1. Browser Compatibility and Responsiveness Testing ....................................................................... 43 

7.2. Decisions Table Testing ...................................................................................................................... 43 

7.3. YOLO Algorithm Testing .................................................................................................................. 44 

7.4. Tesseract Testing ................................................................................................................................. 45 

7.5. Speech Recognition Testing ............................................................................................................... 45 

7.6. Evaluation Against Requirements ..................................................................................................... 45 

8. Conclusion ............................................................................................................................................... 48 

8.1. Project Planning and Management ................................................................................................... 48 

8.2. Overview .............................................................................................................................................. 48 

8.3. Future Work ........................................................................................................................................ 48 

9. Appendices ................................................................................................................................................ 1 

A. Project Initiation Document................................................................................................................. 1 

B. Certificate of Ethics Review ............................................................................................................... 13 

C. Google Form Questionnaire ............................................................................................................... 15 

D. Low Fidelity Prototypes ..................................................................................................................... 23 

E. Initial Website Development .............................................................................................................. 24 

F. Dashcam User Credential Validation................................................................................................ 25 

G. YOLO Detection of Multiple Licence Plates .................................................................................... 26 

H. User Registration Decision Table Testing......................................................................................... 26 

I. Browser Testing .................................................................................................................................. 27 

J. Validation Testing ............................................................................................................................... 32 

K. Tesseract Testing ................................................................................................................................. 33 

L. Final Gantt Chart and Kanban Board.............................................................................................. 34 

10. Bibliography .............................................................................................................................................. 1 

 

 

 

 

 

List of Tables 

Table 1: Taxonomy of problem domains and applications. ............................................................................... 5 
Table 2: Functional Requirements ................................................................................................................... 18 
Table 3: Non-Functional Requirements ........................................................................................................... 18 
Table 4: Survey Results and Justification ........................................................................................................ 22 
Table 5: Computer Languages, Software and Libraries .................................................................................. 27 
Table 6: Browser Testing Matrix ..................................................................................................................... 43 
Table 7: Login Decision Table Test................................................................................................................. 44 
Table 8: Functional Requirement Evaluation .................................................................................................. 47 
Table 9: Non-Functional Requirement Evaluation .......................................................................................... 47 
 

 

 



IV 

 

List of Figures 

Figure 1: Haar features....................................................................................................................................... 6 
Figure 2: Convolutional Neural Networks ......................................................................................................... 7 
Figure 3: No. of teats visible to humans and detected by Haar and YOLO ...................................................... 8 
Figure 4: Multi Stage Licence Plate Recognition .............................................................................................. 9 
Figure 5: Licence Plate Recognition Segmentation ......................................................................................... 10 
Figure 6: Waterfall Model ............................................................................................................................... 13 
Figure 7: Agile Model ...................................................................................................................................... 14 
Figure 8: Kanban Board ................................................................................................................................... 15 
Figure 9: GitHub Repository Commits ............................................................................................................ 16 
Figure 10: Amazon Web Services S3 Bucket .................................................................................................. 16 
Figure 11: Wireless dashcam connectivity ...................................................................................................... 19 
Figure 12: Saving or uploading dashcam footage............................................................................................ 19 
Figure 13: Method of saving dashcam footage ................................................................................................ 19 
Figure 14: Most liked dashcam features .......................................................................................................... 20 
Figure 15: Indicating the likelihood of licence plate recording ....................................................................... 20 
Figure 16: Analysing unavailable dashcam features ....................................................................................... 20 
Figure 17: Saved dashcam data........................................................................................................................ 21 
Figure 18: The use of incident reporting services ............................................................................................ 21 
Figure 19: Analysing unavailable dashcam features ....................................................................................... 21 
Figure 20: Dashcam footage availability ......................................................................................................... 22 
Figure 21: Identifying dashcam familiarisation ............................................................................................... 22 
Figure 22: Analysing current reporting services .............................................................................................. 22 
Figure 23: System Architecture ....................................................................................................................... 23 
Figure 24: Dashcam Task Analysis ................................................................................................................. 24 
Figure 25: Low Fidelity Prototypes ................................................................................................................. 25 
Figure 26: Entity Relationship Diagram .......................................................................................................... 26 
Figure 27: Desktop & Mobile Website ............................................................................................................ 28 
Figure 28: Registration Form Server-side Validation ...................................................................................... 29 
Figure 29: Registration Form Client-side Validation ...................................................................................... 30 
Figure 30: Dashcam MD5 Hashing ................................................................................................................. 31 
Figure 31: Dashcam Video Capture ................................................................................................................. 32 
Figure 32: Grey-scaling and Bilateral Filter .................................................................................................... 33 
Figure 33: Canny Edge Detection .................................................................................................................... 34 
Figure 34: All Contours and the Largest 10 Contours ..................................................................................... 35 
Figure 35: World Licence Plates...................................................................................................................... 35 
Figure 36: Detected Licence Plate ................................................................................................................... 35 
Figure 37: Unsuccessful Licence Plate Detection 1 ........................................................................................ 36 
Figure 38: Unsuccessful Licence Plate Detection 2 ........................................................................................ 36 
Figure 39: YOLO Initialisation ........................................................................................................................ 37 
Figure 40: YOLO Layer Information .............................................................................................................. 38 
Figure 41: YOLO Bounding Box .................................................................................................................... 39 
Figure 42: YOLO & OpenCV Cropping ......................................................................................................... 39 
Figure 43: YOLO Cropped Licence Plate ....................................................................................................... 39 
Figure 44: Grey-scaling and Gaussian Blur ..................................................................................................... 40 
Figure 45: Thresholding and Dilation .............................................................................................................. 40 
Figure 46: Licence Plate Contours and Bounding Boxes ................................................................................ 40 
Figure 47: Licence Plate Character Bounding Boxes ...................................................................................... 41 
Figure 48: Tesseract Recognition Process ....................................................................................................... 41 
Figure 49: Tesseract Recognition Output ........................................................................................................ 41 
Figure 50: Speech Recognition ........................................................................................................................ 42 
Figure 51: Report Data SQL Query ................................................................................................................. 42 



V 

 

Figure 52: YOLO mAP Graph ......................................................................................................................... 44 
Figure 53: YOLO Real-World Testing ............................................................................................................ 45 
 

 

 

 



1 

 

Acknowledgements  
 

Throughout the development of this project, and through each academic year, there has been an abundance 

of support provided. 

 

I would particularly like to thank Dr Jiacheng Tan for his expertise and continued support, advice & 

guidance throughout in order to accomplish this project alongside all other university assessments. 

I am also thankful for my friends and family who have supported me throughout this project by offering 

encouragement and motivation along the way through these unfortunate circumstances. 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 



2 

 

1. Introduction 
 

1.1. Project Rationale and Background 

 

Traffic and road safety has been of great concern globally in order to improve safety, reliability and more. 

This is evident with £1.2 billion being invested to improve 520 routs within the UK and where £1.3 million 

has been invested by Northamptonshire Police in ANPR (Automatic Number Plate Recognition) technology 

(Horgan, 2020; Northamptonshire Police, 2020). 
 

Additionally, dashboard cameras, known as ‘dashcams’ which are mountable cameras that record video and 

audio footage of journeys taken and can record and store data such as GPS locations and vehicular speed 

data have been adopted by many for the purposes of safety and security; Including many police forces who 

have now created portals for managing dashcam evidence relating to road collisions or incidents (Lallie, 

2020). 
 

This project aims to expand on the use of ANPR cameras and to incorporate its technological capabilities in 

conjunction with dashcam like devices to provide a more effective, efficient method of reporting and 

collecting information for users and police forces where currently, time consuming forms must be completed 

by dashcam users who wish to submit evidence, as well as where large amounts of data may not be used to 

its fullest extent where an Intelligent Transport System (ITS) could be developed. 
 

1.2. Aims and Objectives 

 

• To conduct a literature review which researches and evaluates the following: 

o Road Network Video Surveillance and Dashcam Technologies to expose issues relating to 

dashcam portals. 

o Analyse whether such report data could be used as an ITS by law enforcement. 

o Explore the methods and techniques used for licence plate detection and character recognition. 

• Create a dashcam like application, implementing licence plate detection and character recognition which 

uploads all reports automatically. 

• Create a web based system which displays all dashcam reports without the need for a form or similar. 

• Highlight and undergo a suitable Software Development Life Cycle (SDLC) methodology to gather & 

analyse requirements, design, implement, test and evaluate the solution/artefact. 

 

1.3. Constraints and Ethical, Moral, Legal & Social issues.  

• Through conducting surveys and/or questionnaires, all responses are to be voluntary, anonymous and 

confidential and that all participant be over the age of 18.  

• All data collected and managed by the artefact and project follow the General Data Protection 

Regulation (GDPR) guidelines. 

• Time scale given by the university alongside other commitments and university deadlines as well as 

COVID-19 restrictions. 

• Based on the ethic review, no source code be shared outside of the university and that the artefact not be 

tested on real participants in the real world. 
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2. Literature Review 

 

2.1. Introduction 
 

With ever-increasing innovations within the automotive industry, a variety of new technologies have been 

implemented within road networks and vehicles to improve aspects such as safety, comfort, reliability and 

much more. However, existing technologies such as CCTV (Closed-circuit television), ANPR, dashboard 

cameras and more which have been used for many years will be critically analysed in order to explore their 

uses and the potential to expand, improve or combine their current capabilities, in the first two sections. The 

following sections cover implementation of such enhanced capabilities of CCTV, ANPR to produce an 

Intelligent Transport System which aims to improve road safety, efficiency, comfort and more, as well as the 

specific methods, techniques, technologies and algorithms used for object & licence plate detection as well 

as character recognition. 

 

2.2. Road Network Video Surveillance / Dashcam Technologies 
 

Due to transportation technology being considered the most influential factor in the development of 

contemporary cities, it meant that workers could travel for work and the transportation of good could move 

quickly across the newly developed infrastructure; However, this also caused great concern due to the 

rapidly congesting streets in older parts of cities (Fainstein, 2016). Farsight Security Services Ltd (2020) 

state that throughout the 1980’s, the use of CCTV was experimented with and was successfully tested & 

implemented in Bournemouth in 1985. Following this, by 1988, video surveillance systems were used by 

many local authorities for monitoring purposes on motorways and for traffic control. This makes evident 

that the development of infrastructure to enable more effective means of travel and although caused issues 

such as congestion, could be approached & mitigated with the development of CCTV cameras. This would 

therefore enable law enforcement or local authorities to monitor roads & motorways and subsequently, 

control traffic and reduce the levels of traffic. 

 

In recent times, Jallow et al (2019) state that the development of smart motorways had the purpose of 

utilizing traffic management methods to “decrease congestion and increase capacity for travellers” (Jallow et 

al., 2019, p.19) with the focus being busier cities of the UK where there are higher rates of congestion. One 

method of achieving this is the integration of CCTV cameras which cover 100% of the smart motorway 

infrastructure where Highways England staff monitor the footage. In conjunction, Conche & Tight state that 

trained observers found most traffic incidents were caused vehicles other than those predominantly involved 

in the incident (2006); A conclusion was also made that CCTV could provide evidence and analyse factors 

regarding the cause of many recurring incidents. This illustrates that the use of CCTV can be extremely 

effective in managing traffic, reducing congestion, and analysing incidents however, it also exposes the need 
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for human analysis of CCTV footage which can be extremely time consuming and costly due to the required 

training of Highways England staff to analyse such recordings. 

 

In addition to CCTV, dashcams have also been used by many vehicle owners/drivers and Aviva (2017) 

found that 76% of drivers who use dashcams do so as a form of proof of any incident that may occur on the 

road, and that 42% of those users consequently feel safer on the road. This was also supported by DualDrive 

(2018) where their research found that 33% of dashcam users felt safer whilst behind the wheel however, 

only 17% of drivers had a dashcam fitted to their vehicles. This displays that although dashcams have not 

yet been widely adopted by the majority of road users, the emergence of such devices presents a sense of 

security and safety for its users as other surrounding drivers may be less likely to drive dangerously knowing 

they may be recorded and whether there may be evidence to prove the cause of an incident and who is at 

fault. 

 

Although dashcam devices have not yet been widely adopted by the majority of road users, the increased use 

of such devices may consequently result in an increase of recorded incident or offence related footage. Park 

et al (2016) state that a recent survey concluded dashcam adoption in Korea to have exceeded 60% since 

2015, and that increased research attempts to demonstrate & build platforms can feasibly organise dashcam 

crowdsensing data. This has been demonstrated by Nextbase (2018), a leading manufacturer of dashcams 

whereby a ‘National Dash Cam Safety Portal’ was created which they state to be “a response to the ever-

increasing submissions of video and photographic evidence from members of the public in relation to 

witnessed driving offences” (Nextbase, 2018 p.1). Operation SNAP (2021) also stated that their service was 

developed in Wales to be a streamlined process for submitting video and photographic evidence of driving 

offences which members of the public have witnessed. Overall, this confirms that due to the increased 

submission of videos and photographs to local authorities and/or police, there has been a need to streamline 

the process for those who wish to report and submit evidence as well as for authorities to effectively & 

efficiently manage such evidence. However, it is important to consider here that, although these services 

have been designed to assist various authorities in managing and organising any reported evidence, its users 

are to still manually collect their evidence and submit it in a similar manner via online forms (which both 

services use), that no automated process has yet been developed to automatically submit data to local or 

police authorities without such forms and lastly, that there is no effective method for users to manage or 

view their recent reports, all of which may be time-consuming, tedious and inefficient. 

 

2.3. Computer Vision and Object Detection Technologies 

 

Throughout the development of both vehicles and road infrastructure, technological developments have 

increased to provide security, safety, efficiency, comfort, and more. Loce et al describe that “computer 
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vision methods have the potential to rapidly extract critical information” and that its use can reduce the need 

for human video analysis from thousands of cameras such as CCTV’s (2017, p. 3). Table 1, shown below, 

classifies a variety of problem domains such as security & efficiency, describes the applications and 

methods developed to provide solutions to each problem domain, and lastly, shows where such applications 

and methods have been employed (Loce et al 2017, p. 2).  

 

Table 1: Taxonomy of problem domains and applications. 

Source: (Loce et al 2017, p.2) 

 

An example of computer vision, shown in Table 1, is the application of licence plate recognition with the 

problem domain of law enforcement and security, which has been employed within infrastructure. Licence 

plate recognition, also known as Automatic Number Plate Recognition (ANPR) was first implemented by 

police forces to reduce crime via the use of existing CCTV cameras, computer vision techniques and Optical 

Character Recognition (OCR) to read vehicle number plates which are automatically cross-referenced 

against information such as the Police Nation Computer; In the United Kingdom, around 3,600 number 

plates can be read every hour (Haines, 2009). Hertfordshire police and Thames valley police successfully 

demonstrated the use of ANPR across 2 days where they stopped more than 80 vehicles, one of which they 

tracked and arrested a 37-year-old wanted male based on suspicions of shoplifting and vehicle theft 

(Hertfordshire Constabulary, 2020). This portrays the fact that many technological developments have been 

made successful with the use of computer vision, one being the development of ANPR across road 

infrastructure which aims to assist authorities in detecting and reducing crime. However, this also reveals 

that technologies such as ANPR have yet to be developed to create more mobile or portable solutions which 

do not rely heavily on infrastructure and that such technologies can also be greatly used outside of police 

forces directly to assist with road safety; For example, the implementation of ANPR alongside dashcams to 
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perform number plate recognition across all vehicles travelling on the road may provide large amounts of 

data and insight regarding aspects such as traffic & congestion, GPS locations, and vehicle speeds. 

 

With such technologies throughout road networks now being accustomed to, it is also noteworthy that with 

other every-day technological advancements such as autonomous driving, real-time object detection has 

become an essential development (Rastogi & Ryuh, 2019, p.1); Furthermore, Chen et al explain that “the 

object detection problem still remains largely unsolved as none of the state-of-the-art object detectors is 

close to perfect.” (Chen et al., 2017, p.223). This reveals that there is an ever-important need for the 

advancement and enhancement of technologies to provide accurate and effective object detection. 

One method for object detection is executed via the use of Haar-like features which assesses and calculates 

the contrast changes between opposing pixels within an image which is then used to classify various sections 

of the image (Rastogi & Ryuh, 2019). This classification is shown in Figure 1 which demonstrates the 

classifications & categories of contrast showing that ‘edge features’ are comprehensively where 2 adjacent 

pixels differ in contrast, where ‘line features’ compares 3 bounding pixels where there is a distinct contrast 

difference in the middle pixel and lastly, ‘centre-surrounded features’ which encompasses the differing 

contrast of a single pixel to all those surrounding it.  

 

Figure 1: Haar features 

Source: (Rastogi & Ryuh, 2019, p.2) 

Whilst it was initially stated that “calculating these features is very fast and efficient but doing this for all the 

pixels for all the frames per second will prove to be computation heavy” (Rastogi & Ryuh, 2019, p.2), this 

ultimately led to the development of the ‘Haar cascade classifier’ to produce increased object detection 

speed which was a function that integrated a machine learning algorithm knows as adapting boosting 

(Rastogi & Ryuh, 2019 pp. 1-2).  

 

Chen et al also state that “the low-resolution inputs for small objects is deeply embedded in the nature of 

visual perception, and a robust vision system should be able to deal with it” (2017, p.224) however, they 



7 

 

also discuss that due to the increased location possibilities of smaller objects within an image, such objects 

will demand much more processing power and require greater accuracy of systems in order for successful 

detections (Chen et al, 2017). This therefore proposed the need for a solution that could accurately detect 

such objects which is where Convolutional Neural Networks (CCN’s) were introduced. A CNN, as shown in 

Figure 2, is a deep learning algorithm which consists of an artificial neural network which further consists of 

a series of layers; In particular and most importantly, they consist of convolutional layers which receive an 

input such as an image and transform it using a series of feature filters (similar to those the Haar feature 

classifications) and then pass it to the pooling layer of which its purpose is to downsample the features 

(Zhiqiang & Jun, 2017).  

 
Figure 2: Convolutional Neural Networks 

Source: (Zhiqiang & Jun, 2017, p.2) 

 

Zhiqiang & Jun also explain that although this method of object detection is and has been developed since 

its introduction which can now achieve a Mean Average Precision (mAP) rate of around 73.2% accuracy, it 

is unable to fulfil real-time object detection requirements of around 20 images per second due to time-

consuming computations (2017, p.4).  

 

A more recently introduced method of computer vision and object detection known as YOLO (You Only 

Look Once) was first proposed in 2015 which aimed to outperform its counterparts such as CNN and Haar-

cascade algorithms and is able to achieve a speed of around 45 frames per second (Rastogi & Ryuh, 2019, 

p.3). This makes for more a feasible real-time object detection approach which is also supported Tao et al 

who explain that “The greatest advantage of it is its high speed” (2017, p.2).  

Based on a statistical method known as regression to estimate or determine the relationship between 

dependent variables, particularly by dividing an image into several cells, each of which predicts boxes and 

class probability, the YOLO algorithm also proves greater accuracy (Zhiqiang & Jun, 2017; Tao et al., 

2017). This is particularly demonstrated in figure 3 which illustrates its enhanced capabilities having been 

tested against the Haar-cascade algorithm as well as human eyes in the attempts to detect the number of teats 

within a particular image. As shown, the YOLO algorithm was able to detect a total of 29 teats whereas the 

Haar-cascade algorithm was only able to detect a total of 5. 
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Figure 3: No. of teats visible to humans and detected by Haar and YOLO 

Source: (Rastogi & Ryuh, 2019, p.6) 

 

Having explored various methods of object detection, it leads to the conclusion that none are perfect, some 

may not be as quick, efficient or effective and overall, the most appropriate method of object detection for 

automatic number plate recognition cameras (ANPR) as discussed previously would be the YOLO object 

detection algorithm due to its ability to perform at a greater speed (45 images per second), greater suitability 

for real-time applications as well as its greater accuracy in detecting objects. 

 

2.4. Licence Plate Detection Methods and Techniques 

 

Considering the previous section where object detection methods/algorithms were explored, this section 

explores current and specific methods, technologies and techniques for the detection of licence plates in 

particular, which as discussed previously, could be used to control traffic, track vehicles and more since 

every vehicle has its own uniquely identifying licence plate. 

 

Initially, it was stated that there are three unique stages for licence plate detection which include the 

‘detection of licence plates’, ‘segmentation of characters within the licence plate’ and ‘character 

recognition’, where earlier stages are crucial to ensuring accurate licence plate recognition (Laroca et al., 

2018). In support of this, Shashirangana et al also explain that “Most of the existing solutions for the ALPR 

task have considered the multi-stage method, which consists of three main steps” (2021, p.1) and as shown 

in figure 4, it is visually expressed that there are 2 main stages, licence plate detection and licence plate 

recognition; This second stage is also broken down further where the image goes through a pre-processing 

stage, a character segmentation stage and lastly a character recognition stage (Shashirangana et al., 2021). 
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Figure 4: Multi Stage Licence Plate Recognition 

Source: (Shashirangana et al., 2021) 

 

Although both of the above methods for licence plate recognition systems differ slightly, they both expose 

the necessity for as well as the difference in licence plate detection and recognition where detection focuses 

on locating and isolating the number plate, whereas, recognition puts its emphasis on the characters on the 

licence plate and how they can be read. 

 

In relation to licence plate detection, there have been a variety of methods and techniques used; Farajian & 

Rahimi (2014) explain that approaches used include edge detection, neural based methods, texture and 

feature based techniques, colour-based techniques and many more. Although, it was also expressed that 

many of these approaches encountered problems with the images they attempted to process. For example, it 

was explained that the texture-based method for detecting licence plates relied heavily on good quality 

images where blurred or images that were complex in colour would significantly affect its ability and 

accuracy (Farajian & Rahimi, 2014).  

 

It was also explained that “most of the studies have relied on edge-based approaches for license plate 

detection” and that “Since the license plate colour is distinct to the colour of the vehicle body, the boundary 

of the license plate appears as an edge in the image” (Shashirangana et al., 2021 p.5).  

Additionally, Ha & Shakeri (2016) previously proposed their solution to number plate detection and 

recognition based on edge detection. Particularly, they explained that the main features of a number plate 

include background colour, aspect ratio, character colour, font style and size which they aimed to consider, 

although, it was also explained that there were a variety of number plates in Iran in which these 

characteristics differ; Most noticeably being the background colour and character colour.  

This particularly unveils that using a colour-based detection technique within any approach is flawed in that 

number plates not only throughout countries but around the globe are not standard in colour and thus, is not 

a unique characteristic which can be used to isolate a licence plate or pose as a suitable technique. 

 

Following on with the edge detection approach, it was also exposed that there is a diverse amount of 

controllable and uncontrollable variances which must be considered such as weather conditions, image 
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noise, camera positioning, camera quality and lighting. To combat this, a series of pre-processing techniques 

such as greyscale filters, sharpening filters and more were used to “improve the contrast of the image, 

enhance the processing speed, and to reduce the noise in the image” (Ha & Shakeri, 2016, p.2). 

 

In correlation to chapter 2.3, various algorithms have also been applied to solve the licence plate detection 

problem. Specifically, the YOLO algorithm has seen extensive use in recent years due to its real-time 

application uses and its pre-trained model which includes the detection of vehicles (Jamtsho et al., 2020). 

Having trained the YOLO algorithm to detect licence plates, Jamtsho et al had received a mAP of 98.6% 

however it was also explained that a dataset of 1014 images was used and that training the algorithm 

requires a powerful GPU (Graphics processing unit) as well as Nvidia CUDA which is “a GPU-accelerated 

library of primitives for deep neural networks.” (NVIDIA, 2014; Jamtsho et al., 2020). 

 

Concluding these licence plate detection approaches, it is evident that many more pre-requisites such as 

GPU performance and datasets are required for the algorithm-based approaches such as YOLO, however, it 

also sees greater accuracy and is more suitable for real-time application uses. Edge detection on the other 

hand can be considered simpler in its implementation however is much more vulnerable and susceptible to 

variances such as image noise, camera position and more as mentioned. 

 

Subsequent to the detection of licence plates, as described above, is the recognition of licence plates and as 

displayed in figure 4, it is suggested that both image pre-processing and segmentation is required before any 

character recognition can be accomplished. In the number plate recognition system by Agbemenu et al, it 

was explained that the aims for pre-processing, similar to those used in the edge detection approaches were 

done to “forestall effects of noise, character arrangement and skew” (Agbemenu et al., 2018, p.4) as shown 

in figure 5. Once this was achieved, Tesseract OCR, an open source engine was used to recognise the 

displayed characters. In addition to this, a case study by Indravadanbhai P et al explored the Tesseract OCR 

engine and tested it against 20 licence plates from a variety of types of vehicles where a greater accuracy of 

70% was achieved once the licence plates had been pre-processed into greyscale which, overall, exposes the 

importance of pre-processing images to provide a greater accuracy when using character recognition tools 

such as Tesseract OCR or others (Indravadanbhai P et al., 2012). 

 

 

Figure 5: Licence Plate Recognition Segmentation 

Source: (Agbemenu et al., 2018) 
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2.5. Intelligent Transport Systems 

 

Through the multiple evolutions and developments of technologies used throughout road infrastructure such 

as ANPR cameras, Dashcams and more, there becomes an increase in valuable data which can be used to 

further support aspects such as safety, comfort, reliability, or more of road networks and its users. 

Bommes et al explain that the key problem of traffic and transport management in regard to motorway 

capacity, unpredictable incidents and high-risk areas such as tunnels and bridges all contribute to the key 

requirement of high-quality information in order to have effective and efficient management strategies 

(2016, p.2). Dimitrakopoulos & Demestichas also support this where it was explained that the same issues 

surrounding incidents and congestion allude to the fundamental need for the development of information & 

communication technologies and systems to provide safer and more efficient mobility; with traffic 

assessment and management becoming a key service which also sets the foundation of intelligent 

transportation systems (Dimitrakopoulos & Demestichas, 2010, p.2).  

This provides evidence to the fact that valuable information, although may currently be available, is not yet 

used effectively to mitigate risks or assist towards managing aspects of safety, efficiency or more. An et al 

explain that the aim of Information Transportation Systems is to incorporate the use of computers, data and 

information to create an interconnected infrastructure of people, roads and vehicles through the use of 

advanced technologies for data communication (An et al., 2011, p.1). 

 

Although several varieties of Information Transportation Systems have been developed alongside previously 

described technologies, it was described that there were six main categories of such systems which aimed to 

increase safety & efficiency, provide information and improve on environmental factors. Four of these 

systems focused on commercial fleet vehicles, public transportation systems, rural transportation systems as 

well as advanced travellers; of which the aims were achieved by supplying real-time traffic information to 

the travellers, managing fleet vehicle speeds, destinations, stopping times & more, providing route 

information & travel schedules, and more (Figueiredo et al., 2001, pp. 3-5). 

It was then explained by Figueiredo et al that Advanced Traffic Management Systems (ATMS) were 

developed which aim to improve “traffic service quality and to reduce traffic delays” by using technologies 

such as variable message signs, monitored CCTV cameras and video loop detectors to detect and manage 

passing vehicles, most commonly used in smart motorways as mentioned previously. In addition, Advanced 

Vehicles Control Systems (AVCS), the secondary main category of ITS aims to minimize congestion and 

boost the effectiveness of road systems via the use of in-vehicle sensors, computers, and control systems 

which have the ability to inform and assist drivers with alerts or control vehicles with limited capabilities 

such as braking or accelerating which can be much faster and effective (Figueiredo et al., 2001, p. 3-4).  

In addition to this, the Institute for road safety research also explain that ADAS (Advanced Driver 

Assistance Systems), another form of in-vehicle ITS has been developed and “intended to support drivers in 
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their driving tasks” such as intervening where drivers accidentally steer out of lanes, however, it was also 

explained that such systems are commonly implemented without driver knowledge, therefore ,cannot be 

fully taken advantage of (SWOV - Institute for road safety research, 2019). 

 

Conclusively, the value of data and information in combination with various techniques for transport/vehicle 

management and well as the importance of in-vehicle technologies to increase safety is made evident 

however a shortfall is also displayed in that there is not yet a significant Information Transport System 

which uses a connected environment approach among vehicles or in-vehicles technologies such as dashcams 

and the data they gather such as GPS locations, speed, lane positioning and much more in order to identify 

traffic trends or patterns where for example additional safety measures would be beneficial. 

 

2.6. Conclusion 

 

In conclusion, this literature review has established and exposed the issues surrounding CCTV technologies 

such as time and training requirements for video analysis as well as where current services used to report 

driving offences or incidents also require valuable time, and that no automated process has yet been realised 

for the collection or management of this information. Methods of object and licence plate detection were 

also explored in which it was highlighted that algorithms such as YOLO could provide greater accuracy 

against traditional methods such as edge detection which rely on image pre-processing however, can be 

computationally intensive. This literature review also proposed the possibility of using dashcam collected 

data through a connected system and an intelligent transport system which could provide safer, more 

effective and efficient roads. 
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3. Project methodology 
 

The aim of the project methodology is to clearly identify, justify and analyse the various aspects of planning, 

management, software development life cycles, tools, and techniques which are most suitable and will be 

used throughout the various stages of the project such as software development and more. 

 

3.1. Software Development Life Cycle 

 

Here, a variety of software development life cycle methodologies were considered such as the waterfall 

model, agile model and more, all of which have their pros & cons; A decision was then made between both 

of these models due to their suitability for an individual project.   

Firstly, the nature of the standard waterfall model which consist of a series of increments which end before 

the next can begin, as shown in figure 6, provides easy implementation due to these linear stages and, that an 

insignificant amount of resources is required to implement such as model. However, this model in particular 

has issues such as where it leaves no scope for changes in-between the stages/increments of a project which 

is likely to occur due to the nature of the individual project where requirement alterations, technical issues, 

new suggestions or a change of scope could affect the technologies, techniques and methods used to produce 

the final project artefact (Balaji & Sundararajan, 2012). 

 

 
Figure 6: Waterfall Model 

Source: (Iacob, C, 2018a) 

 

Following this, the Agile model which is “based on iterative and incremental development, where 

requirements and solutions evolve” deemed to be another suitable and viable methodology for this project 

due to the nature of its design which is commonly broken down into a series of sections including design, 

development and testing as shown below. Due to such iterations and sprints, it develops finished and tested 

software at the end of every sprint, helps solve issues such as requirement changes along the development 

process and lastly, provides a sense of engagement with clients or users where continuous input and 
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communication can be had. Although, the main issue surrounding this methodology revolves around the 

difficulties in time management and planning for the overall development life cycle since there is no given 

time frame to keep tasks on track (Balaji & Sundararajan, 2012; Izen and Jewell, 2017). 

 

 

Figure 7: Agile Model 

Source: (Izen and Jewell, 2017) 

 

Having explored both of the above software development life cycles, the Agile model was chosen as it 

breaks projects into smaller, iterative periods and in correspondence to the previous chapter where licence 

plate detection methods were explored, it was revealed that there are a series of sub-tasks required such as 

number plate detection and optical character recognition; Additionally, the agile model also provides the 

ability to respond to the changing requirements, technical issues, new suggestions or a change of scope as 

previously mentioned which may occur during the this individual project. 

 

3.2. Project Planning and Task Management  

 

The next aspect of project methodology covers the methods, techniques and tools which will be used 

throughout to combat time management, task prioritization & management, planning, scheduling and more. 

 

Accompanying the Agile model as previously discussed, Kanban boards, a framework which falls under the 

methodology will be used as it provides a workflow management structure to visually represent specific 

steps or work items and their process stage within a project. As per figure 8, a simple physical Kanban board 
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is shown, consisting of four main stages, ‘To do’, ‘In progress’, ‘Testing’, and ‘Complete’ where various 

tasks or parts of the project are placed to clearly identify the stage they are in.  

By using such a framework, a clear status of each step is shown, no prescribed phase/iteration durations are 

given and thus, priorities and synchronizations of tasks can be reassessed based on current/future needs, 

requirements or bottlenecks from other tasks, and finally, a clear status of the overall projects progress is 

shown (Nevenka Kirovska & S. Koceski, 2015). A significant aspect to highlight here is also that the 

method of choice for creating and managing the Kanban board is in the form of hand written post-it notes 

which provide a physical reminder of the tasks at hand without the need to open a computer or log into an 

online resource to view the tasks and their individual stages which for myself is more effective and efficient. 

 

 

Figure 8: Kanban Board 

 

Although a Kanban board will be used throughout the project, they do not offer a great sense on time scale 

and consequently, time management and tracking of tasks may pose issues; Accordingly, an additional 

aspect of project planning will be the use of Gantt charts which allow for planning and scheduling of 

projects, and also show the dependencies and relationships of various tasks within a project. In particular, 

Gantt charts will be created/managed via Microsoft Visio which features Gantt chart templates and provides 

a visual representation of the activities/tasks and duration using the estimated duration required as shown in 

Appendix A. 

3.3. Source Code Management 

 

The final part to project methodology covers source code management where the methods of managing and 

monitoring changes to source code are vital to ensuring that a history of all changes made to code is stored, 

where conflicts, contribution errors and other related risks can be mitigated against (Atlassian, 2021).  

 

An initial method of source code management is in the form of physical backups where copies of the project 

can/will be saved on external devices such as USB drives and hard drives. Doing so ensures that security 

aspects regarding source code can be fully controlled and that the code is easily accessible in the case of any 

network related issues which may prevent or limit access to code stored in the cloud; Although, this poses 

risks and raises issues such as limited scalability due to the limited storage available on such storage devices, 

and is more likely to be lost or damaged in the case of a disaster situation such as corrupt drives. 
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To combat the above issues, another protocol for managing source code is to use GitHub which offers a 

cloud-based repository service. By using such a service, features such as security, accessibility and 

management are covered and in addition, GitHub provides a series of features such as collaboration, 

automation, community and most importantly, saves history changes/commits to any particular piece of 

code which can then be viewed easily, as shown below (GitHub, 2021). 

 

 

Figure 9: GitHub Repository Commits 

An additional online resource which will be used throughout this project is AWS (Amazon Web Services) 

and in particular, their S3 bucket, also known as their simple storage service which “is an object storage 

service that offers industry-leading scalability, data availability, security, and performance” (Amazon Web 

Services, 2021). In regard to data storage, the purpose of using such a service is for any and all web based 

related parts of this project which can be hosted to enable testing across a variety of devices and ensure 

design usability and functionality. 

 

 

Figure 10: Amazon Web Services S3 Bucket 

Lastly, a considerable factor to mention in the choice of the above methods of source code management 

were due to previous experience and familiarity which solves issues relating to any required training or 

understanding of alterative services which may offer the same or similar features. 
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4. Project Requirements  
 

The purpose of this chapter is to set out a list of specific tasks which the artefact being developed throughout 

this project aims to achieve. This will be covered by setting out a list of functional and non-functional 

requirements related to both the users and system and cover both features and performance characteristics. 

 

4.1.  Requirements Elicitation 

 

In order to elicit a set of requirements, it is important to analyse the target audience and how they use current 

dashcam systems, shortfalls or gaps of current systems, what could be developed to enhance current 

dashcam systems and much more. It was determined that this information was to be generated via the use of 

a questionnaire due to COVID-19 as it could be easily completed online and shared via social media with no 

need for any physical interaction. Doing so also meant that both qualitative and quantitative based questions 

could be asked, which would allow for both data and content analysis. However, as per Appendix C, 

participants were to be 18 years of age and above, and consent be given by participants that all information 

and data given could be used throughout this project due to ethical, moral and General Data Protection 

Regulation (GDPR) considerations & regulations. 

 

4.2. Requirement Specification 

 

Priority key: 

1. Critical requirement – Must be implemented 

2. Key requirement – Should be implemented 

3. Inessential requirement – Wanted and beneficial if implemented 

 

Functional Requirements 

Requirement 

ID 

Requirement Priority Comment 

FR01 The system shall authenticate users’ details 

during the registration stage 

1  

FR02 The system shall authenticate users log in 

details and the log in stage 

1  

FR03 The system shall prompt users of errors when 

filling in any form 

2 Form validation 

FR04 The system shall capture an image from a live 

video feed at the press of a button 

1  

FR05 The systems shall detect licence plate with an 

80% accuracy rate or more 

1  

FR06 The system shall recognise licence plate 

characters using OCR with an accuracy rate of 

60% or more 

1  
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FR07 The system shall perform speech recognition 2  

FR08 The system shall upload reports to a user’s 

account including licence plate detection 

images, OCR text, date/time and speech 

1 Collection of data as per 

previous requirements 

FR09 The system shall have a permanent internet 

connection to upload and save reports 

1  

FR10 Users shall be able to filter their reports by 

date/time or licence plate 

3  

FR11 Users shall be able to fill in a contact form 3 Includes, name, email and 

message 

FR12 The system shall hash all user passwords 2 Ensures that all accounts are 

secure 

FR13 Users should be able to use a web-based 

interface which displays all reports actioned 

1  

Table 2: Functional Requirements  

 

 

Non-Functional Requirements 

Requirement 

ID 

Requirement Priority Comment 

NFR01 Only users shall be able to access and view 

their reports 

1 Ensures integrity and 

confidentiality so that only 

reports by users can be 

viewed via their account 

NFR02 Reports shall be available to view within 3 

seconds of the report being actioned 

2  

NFR03 The web system shall be responsive for 

mobile and desktop viewing 

2  

NFR04 The web system shall be compatible with all 

current browsers 

2 Google Chrome, Firefox, 

Microsoft Edge, Safari 

NFR05 Users shall be prompted when there are errors 

with any forms 

2  

NFR06 The system shall identify all of its users 

before granting access to the systems features 

1  

NFR07 Novice users shall be able to report a 

vehicle/driver within 10 minutes.  

2  

NFR08 Experienced users shall be able to report a 

vehicle/driver within 3 minutes. 

3  

NFR09 A user guide shall be supplied 3 Possibly provided via web 

system 

NFR10 The web system shall be usable by all people  2 Ensures compliance with the 

Equality Act 2010 

Table 3: Non-Functional Requirements 
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Requirement 

ID. 

Survey Results / Justification 

FR01, FR02, 

FR09, FR13 

 

 
Figure 11: Wireless dashcam connectivity 

Where 35.1% of users stated that their dashcam connects wirelessly to an application, users 

would also need to have an account set up in order to use the app which would also provide 

a user interface for viewing recorded footage or similar. 

 

FR04 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 12: Saving or uploading dashcam footage 

 
Figure 13: Method of saving dashcam footage 

Where 78.4% of participants stated they were able to save specific videos recorded via their 

dashcam, 72.4% of those also stated that they could do this via a press of a button. This 

made evident that this is a familiar feature across current dashcam systems and would 

provide a simple method of capturing an image or recording. 
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FR05, FR06  

 
Figure 14: Most liked dashcam features 

With 81.1% of users stating that they would most like ANPR features in a dashcam, this 

indicates the lack of implementation of this feature and by incorporating this, both licence 

plate detection and OCR should be performed by the system.  

 

FR06  

 
Figure 15: Indicating the likelihood of licence plate recording 

Out of 37 responses, 12 users (32.4%) stated that having witnessed or experienced an 

incident they were likely not to have noted down the licence plates of any vehicles. 

Providing OCR capabilities would significantly mitigate this, ensuring this that number 

plates can be recorded and saved. 

FR07  

 
Figure 16: Analysing unavailable dashcam features 

Having collected response relating to dashcam features which are not currently available, 

one user explained that they would like the ability of providing an incident log. A method 

of doing this would be to perform speech recognition where users can briefly describe an 

incident which could then be linked with any dashcam footage that was recorded. This 

could be deemed useful in order to prevent dashcam users from forgetting any valuable 

information regarding an incident. 
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FR10  

 

Figure 17: Saved dashcam data 

With a total of 35 responses (32% & 17%) relating to date and time data being saved 

respectively, it is evident that these are the most common and by including such data, it 

means that users can use this information to specify and look for footage from a particular 

day/time and would be something that users expect in similar dashcam systems. 

 

 

FR08, FR13  

 
Figure 18: The use of incident reporting services 

 

 
Figure 19: Analysing unavailable dashcam features 

 

Although only 16.2% of participants said that they use a service to report driving offences, 

a particular response shown in figure 19 explains that it would be beneficial if reports were 

automatically uploaded. Doing so would therefore require a user interface where such users 

can view these reports. 
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NFR02  

 
Figure 20: Dashcam footage availability 

With 89.7% of participants stating that they are able to view recorded dashcam footage 

immediately, it then becomes a requirement that such a system being developed shall also 

meet such a requirement.  

NFR07, 

NFR08 

 

 
Figure 21: Identifying dashcam familiarisation 

With 83.3% of participants stating that they are able to familiarize themselves with their 

dashcam within minutes, it is also necessary that the system being developed should also be 

user friendly for such users to be able to familiarize themselves within a similar time frame. 

NFR11  

 

Figure 22: Analysing current reporting services 

Where 6 users had stated that they currently use an online service to provide information 

regarding a witnessed incident, 5 of those stated they done so using an online form provided 

by their council. It would therefore be beneficial to provide a contact form for users where 

they could provide additional information if needed or can reach out to website 

administrators regarding any issues. 

 

Table 4: Survey Results and Justification 



23 

 

5. Analysis and Discussion of I.T Design 
 

With all requirements set out, this chapter aims to demonstrate and describe various design decisions prior to 

the development of the final artefact through Low fidelity prototyping, Database Entity Relationship 

Diagrams (ERD) and Data Dictionaries, System architecture, and more in order to gain an understanding of 

the scope of the project, what it entails and how it will be done. 

 

5.1. System Architecture  

 

Prior to designing any of any systems as per the requirements, the interactions and the architecture between 

the various systems of this artefact were not clearly stated or described. Therefore, a system architecture 

diagram was designed in order to represent the complete system, interaction with various components and its 

structure which includes both the web system which would display all data captured via the dashcam python 

based system. 

 

Figure 23: System Architecture 

 

With any web-based system, standard languages such as HTML and CSS would be used however, with 

aspects such as contact forms and data such as images and voice recognition from the dashcam system, a 

mail server, file system and database would be required, and thus, languages such as PHP and SQL needed. 

PHP particularly would be required due to its wide use as a server-side language which integrates well with 

HTML and databases to gather data (Codecademy, 2019). The dashcam system will be python based and 

will also interact with the file and database system to store images. 
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5.2. Dashcam Task Analysis 

 

Where the aim of this project aims to incorporate ANPR and where many requirements set out various 

functions for the dashcam system, the task analysis shown below aimed to break down the various tasks 

required by the system into smaller components in order to achieve its goals, which were later incorporated 

into the iterations of development. 

 

 
Figure 24: Dashcam Task Analysis 

 

As per chapter 2.4 and figurers 4 & 5, the dashcam system would incorporate similar techniques used for 

recognising licence plates using pre-processing & segmentation and would also use Tesseract due to its 

ability to produce an accuracy rate of 70%. Furthermore, due to the necessity for reports to be associated 

with specific users, the initial design also requires user to log into their dashcam system prior to detecting 

and recognising licence plates. Finally, due to time sensitivity surrounding the capturing of licence plates 

following an incident, it was determined that this be the first action taken prior to other tasks such as speech 

recognition. 

 

 

 

 

Continue to next page 
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5.3. Low Fidelity Web Prototype 

 

Based upon the questionnaire and research carried out in which requirements were set out (chapter 4), the 

next design process was to develop a series of low fidelity prototypes as shown below, and as per Appendix 

D. This enabled such requirements to be translated into a visually feasible concept of the required features 

such as the logging in and registering users, displaying of relevant data for each user, including a contact 

form and lastly, providing instructions/guides for users. 

 

 
Figure 25: Low Fidelity Prototypes 

 

Throughout the prototypes as above, many decisions were made; The first being that images recorded should 

be saved and shown within the website for ethical and moral purposes where it may be the case that an 

incorrect licence plate is recognised or even where a given licence plate may have been cloned onto another 

vehicle. Additionally, it was established that requirement NFR09 could be incorporated into the website 

which all users could access once registered and logged in, without the need for any paper based or external 

instructions which are easily lost or damaged. Having also designed the fields for the login, registration and 

contact forms (Appendix D), GDPR was considered as discussed further in chapter 5.4. 
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5.4. Entity Relationship Diagram 

 

Where requirement FR08 specifically states that the system shall upload reports to a user’s account, a 

significant aspect would be the storage of such data. As a result, the ERD shown below was designed to 

incorporate both the user’s data and the report data as per the ‘Credential’ and ‘Report’ tables with a one-to-

many relationship since a report is associated to one user however, one user may have multiple reports. 

 

 
Figure 26: Entity Relationship Diagram 

 

Throughout the database design process, particularly relating to the collection and storage of user data, the 

collection of information such as titles and age where considered, however, due to the nature of the users of 

such a system, as well as GDPR principles where it is stated that the personal data should be kept relevant 

where only necessary information is collected, only names and emails of individuals would be collected for 

the purpose of identifying and contacting individuals where necessary through creating an account or where 

users submit the contact form as per figure 25 (Intersoft Consulting, 2013). 
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6. Discussion of Implementation 
 

This chapter, using the chosen methodology, initial designs and requirements described and set out in 

previous chapters, aims to describe and justify the methods, techniques, processes and issues throughout the 

various iterative implementation stages. 

 

6.1. Computer Languages, Software and Libraries 

 

Having established the various functionalities, design decisions and requirements of the artefact, the first 

aspect of implementation was the choice of languages, software and libraries to be used. Although many of 

the main Programming, Mark-up, Query languages and more were mentioned previously, this also 

influences following choices of software or libraries etc., as outlined below. 

 

Computer Languages, Software and Libraries 

Computer 

languages 

Comments 

HTML Standard mark-up language to create web pages 

CSS Standard styling language to design and present web pages  

PHP PHP will be used due to the need to manage database information, its integration 

with MySQL, and its ability to send emails. (Tutorialspoint, 2019) 

MySQL Due to the integration of PHP with MySQL, being open-source as well as pas 

experience, a MySQL database will be used to store data. 

Python Due to prior experience, knowledge base and more importantly, compatibility with 

MySQL, Tesseract, and OpenCV as mentioned below, the dashcam system will be 

programmed using python. 

Software Tools / 

Libraries 

Comments 

XAMPP Due to the use of and the need to integrate PHP and MySQL through various web 

pages, XAMPP provides an all in one local server solution to run the website. 

OpenCV As mentioned above, Python will be used to program the dashcam system and 

therefore OpenCV, a computer vision library will be used due to its capabilities to 

perform, object recognition, edge detection video capabilities and more (OpenCV, 

2018). 

Tesseract As explained in chapter 5.3, Tesseract will be used for character recognition. 

phpMyAdmin XAMPP provides access to phpMyAdmin as a database administration service for 

MySQL, both of will be used.  

PyCharm Due to prior experience, user friendliness and more, PyCharm is the chosen python 

editor used to create the dashcam system. 

Atom Similarly, due to prior experience, user friendliness, as well as its wide language 

support including PHP, HTML and CSS, it will be used to create the web system. 

Table 5: Computer Languages, Software and Libraries 
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6.2. Iteration 1 - Basic Website 

 

The initial iteration stage is where a basic website was created which aimed to fulfil the objective of 

displaying dashcam reports having installed all dependencies as per table 5. Development then began by 

using HTML and CSS to create basic pages, include various elements and to style such elements. 

Throughout such development, a series of decisions were made; In-particularly, where requirement NFR03 

expresses that the website should be responsive for mobile and desktop devices, JavaScript was used was 

used and was found beneficial in providing interactive and responsive features such as the ‘Hamburger’ 

menu, providing navigation links to other pages of the website ensuring ease of usability across both mobile 

and desktop devices. 

Alongside the Hamburger menu, a series of quick link buttons were placed on the landing/home page to 

guide users towards various pages and actions as well as too accommodate for accessibility purposes for 

users to navigate to various pages without the need to use the hamburger menu. 

Lastly, since the website was not aimed or created for a particular business or client, deciding on colour 

scheme through the requirement phase would be subjective to every users/participants preference and 

therefore throughout implementation, a monochrome colour scheme was used to comply with accessibility, 

particularly, for those with visual impairments. 

The contact page/form, report page and about us pages were also created. Please see Appendix E. 

 

 

Figure 27: Desktop & Mobile Website 
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6.3. Iteration 2 - Website and Python Login/Register 

 

The second iteration phase of the project involved creating the ‘Log In’ and ‘Register’ features as per 

requirements FR01 and FR02 for both the website and dashcam system. Prior to implementing the web-

based feature, a decision was made to use Bootstrap, a CSS framework, as it would reduce the amount of 

time spent styling individual elements within the login and registration forms and would also reduce the 

likelihood of cross browser bugs as per requirement NFR04.  

 

Through developing the user forms, a series of steps were taken to validate all inputs, also known as client-

side validation; This included using a series of regular expressions which specify a pattern of characters, 

numbers and symbols show below, and ensuring fields are mandatory as per figure 26, showing all required 

credential fields. 

 

Email validation regular expression:  

[a-zA-Z0-9._%+-]+@[a-z0-9.-]+\.[a-z]{2,4} 

 

Following the creation of the website’s ‘Log In’ and ‘Register’ forms, the next step was to create and 

connect these to the ‘Credential’ database table as per figure 26. This was done via phpMyAdmin’s database 

administration tool where basic MySQL was used and having done so, advanced Client-side validation and 

Server-side validation was developed via PHP to provide further validation of a user’s input as well as 

connection to the database (W3schools, 2021). 

Shown below, PHP was used to validate user registration using its inbuilt “FILTER_VALIDATE_EMAIL” 

filter, ensuring passwords included one upper case, one lower case, one special character, and more. 

 

Figure 28: Registration Form Server-side Validation 
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Figure 29, shown below displays the Client-side validation implemented following the PHP Server-side 

validation in combination with Bootstrap to effectively alerts users of input errors as mentioned previously. 

 

 

Figure 29: Registration Form Client-side Validation 

 

Subsequent to the website’s logging in and registering capabilities, it was determined that the initial aspect 

to the dashcam system be developed within this iteration as it would also allow users to log in and register. 

Providing users with the capabilities to register via the dashcam system ensured that such users are not 

required to access the website in order to create an account prior to their ability to log into their dashcam 

system, and as a result, makes such as system much more efficient and convenient for its users. 

 

Due to the scope and time constraints of this project, it was determined that a graphical user interface (GUI) 

not initially be designed and that the program be run on a computer rather than a dashcam like device. 

Following this, using Python as explained in chapter 5, a simple menu was initially created giving users the 

options to log in or register using PyCharm’s in-built terminal. 

 

As shown in Appendix F, python’s regular expression module was also implemented to offer the same user 

input validation as discussed previously.  

 

A significant aspect for the security and integrity of user passwords through both the dashcam and website 

systems is where the ‘MD5’ message-digest hashing algorithm was used to comply with requirement FR12, 

as well as due to its integration with both Python using the ‘hashlib’ module and PHP’s in-built hashing 
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capability. As shown below in figure 30, the dashcam system will request its user to enter all the relevant 

information through the register function and in particularly, will convert and encode the user’s password 

into bytes which is then returned as a hexadecimal format and saved into the database (GeeksforGeeks, 

2018).  

 

 

Figure 30: Dashcam MD5 Hashing 

Upon further research into this method of security password, it was found only hashing a password was 

insecure, particularly via the use of the ‘MD5’ algorithm due to its vulnerabilities and that a ‘Salt’, known as 

a random string of characters be required for additional security. Having attempted a variety of methods to 

implement such a security measure, it was found that many did not integrate across both the websites PHP 

login system and the dashcams Python system. It was also recognized that many other requirements have a 

greater priority in order to achieve the projects aim and therefore could be later implemented. 
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6.4. Iteration 3 - Video Frame 

 

Having implemented the ‘Login’ and ‘Register’ functions across the website and the initial dashcam system, 

the third iteration phase focused on capturing an image using Python and OpenCV to provide such computer 

vision capabilities. 

As shown by figure 31, this was achieved via OpenCV’s ‘VideoCapture()’ where either a video file or 

live video feed could be inputted. Following this, OpenCV can read such video where ‘ret’ is the true or 

false return value from the video, and ‘frame’ is the next frame acquired from such a video. 

 

 

Figure 31: Dashcam Video Capture 

 

Having then retrieved the video, the follow step was to resize it using the ‘resize()’ function. The purpose 

of this was to accommodate for varying cameras and their video recording resolutions and where various 

video files used for testing would exceed the size of the monitor used. 

 

Ensuring that a video feed could be read was also essential to validate whether the dashcam system can 

effectively read, retrieve and process a video frame to achieve the objective of this project, and a simple 

error message displayed if this was the case, preventing any issues.  
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Furthermore, based on requirements FR04, it was required that a particular frame be captured at the press of 

a button, and to do so, the space bar key was used. Additionally, the escape key was also specified which 

would enable users to exit out of the video feed and essential close the application; Both of which used the 

‘waitKey()’  function to action such key presses. 

Moreover, upon the use of the space bar key, the particular video frame snapshot/image would be saved 

locally via OpenCV’s ‘imwrite()’ function which could then be used later for the purposes of licence 

plate detection and recognition. 

 

6.5. Iteration 4 - Edge Detection  

 

As explored in chapter 2.4, many object detection algorithms require high processing power, which retail 

dashcam devices do not offer. The initial approach used was therefore based on edge detection and through 

doing so, this approach also intended to avoid the flawed techniques such as the colour detection method as 

previously highlighted. 

 

Using the captured video frame via the camera, two stages of image pre-processing were initially 

undertaken, including grey-scaling to improve the performance of Open-CV and blurring to reduce 

unnecessary noise within the image as shown below. 

 

 
Figure 32: Grey-scaling and Bilateral Filter 

 

 

Particularly, OpenCV’s bilateral filter (bilateralFilter()) was used due to its effective noise removal 

but also with the aims of edge detection, also provides the ability in keeping edges sharp (OpenCV, 2021c). 

Furthermore, OpenCV’s online documentation also explains that “edge detection is susceptible to noise” 

(OpenCV, 2021a). 
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Now with the grey-scaled and blurred image, the aim was to detect the edges and lines within the image so 

that the border of the licence plate can be detected. To do this, OpenCV’s contour function was used (a 

contour is the outline of a shape), although before doing so, greater accuracy could be achieved by using the 

‘Canny()’ edge detection algorithm, as shown in figure 33 (OpenCV, 2021b). 

 

 
Figure 33: Canny Edge Detection 

 

Although the ‘Canny()’ edge detection does detect the edges within the images, using contours meant that 

information of such shape outlines could be analysed to detect objects such as licence plates. To do so, the 

‘findContours()’ function was used alongside the ‘RETR_TREE’ and ‘CHAIN_APPROX_SIMPLE’ 

functions which retrieve all the contours & creates a full family hierarchical list, and removes the redundant 

points of each contour to only the start and end points respectively. 

 

OpenCV Find Contour Function: 

contours, hierarchy = cv.findContours(edge, cv.RETR_TREE, 

cv.CHAIN_APPROX_SIMPLE) 

 

 

Based on the hierarchical list created, such contours could then be drawn however, based on the edges and 

many small details of vehicles detected such as lights and logos, the hierarchical list could be used to sort the 

largest 10 contours by area, which would include the outline of the licence plate due to its size in relation to 

smaller details detected within the image. 

 

As shown in the figure below, all contours were drawn on the original image captured as well as only the 

largest 10 contours, including the licence plate. 
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Figure 34: All Contours and the Largest 10 Contours 

 

With the sorted and drawn contours, the next required step was to distinguish the licence plate. Having 

explored the various licence plates around the globe and particularly European countries, many of them 

shared characteristics such as their shape. 

 

 
Figure 35: World Licence Plates 

Source: (Kustermann, 2021) 

 

Using such characteristics, OpenCV’s ‘arcLength()’ was used to identify closed contours/shapes which 

for the perimeter of the licence plate, and ‘approxPolyDP()’ was used to approximate the number of lines 

within the drawn contour/perimeter of the licence plate.  

Using such approximation, the assumption that where a closed shape/contour had 4 lines, this would be the 

licence plate. Using then the ‘boundingRect()’ function, the top left position, height and width of the 

lines could be used to alongside the ‘imwrite()’ function to crop and save the licence, as shown below. 

 

 

Figure 36: Detected Licence Plate 
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Although successful in detecting licence plates, it was also found that this method was flawed where it does 

not account for objects such as signs or other larger rectangular objects which may be captured within the 

frame of the original snapshot and also does not account for uniquely shaped licence plates as shown  by the 

examples below. 

 

 

Figure 37: Unsuccessful Licence Plate Detection 1 

 

 

Figure 38: Unsuccessful Licence Plate Detection 2 

 

6.6. Iteration 5 – YOLO Algorithm 

 

Based on the issues made apparent by the edge detection technique, the next iteration phase aimed to 

improve on the licence plate detection via the YOLO object detection algorithm alongside OpenCV in order 

to eliminate such vulnerabilities and to provide greater accuracy. 

Although pre-trained models are available, none were suitable for this project and as explained in chapter 

2.4, a large dataset of images is needed as well as a powerful Nvidia GPU, compatible with Nvidia CUDA. 

 

Initially, training and testing image datasets were gathered from Google’s Open Images Dataset which 

aimed to gather images with licence plates and without respectively. Labelling the images was also 
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necessary which would create a text file with the licence plate class and co-ordinates for each licence plate; 

Via the use of the open source image labelling tool by tzutalin (2021). 

 

Due to not having an accessible Nvidia GPU to train the YOLO algorithm, Google Collaboratory, a cloud 

based programming tool with GPU capabilities was used. Particularly, a repository written for training the 

YOLO algorithm by theAIGuysCode (2020) was used which utilizes the darknet neural network due to its 

speed and accuracy. 

 

Having trained the YOLO algorithm, three files are generated; Config, weights and names, which is the 

standard YOLO configuration file, the pre-trained weights file to predict the objects/bounding boxes and the 

class names of which can be recognised respectively.  

 

With such file paths given, a prediction confidence of 50% / 0.5 is given and the weights and config files can 

read via the OpenCV’s Deep Neural Network module. The binary data of the image is also retrieved and 

inputted into the network to be read. Next, the layer names and the index of the output layers of the network 

are then be retrieved. 

 

 
Figure 39: YOLO Initialisation 
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Although the YOLO detection has been achieved, its detections are to be visualised. To do so, the 

information from the layer outputs and each output layer were extracted via the For Loops where a score 

variable could be assigned to store the information of each prediction. 

The highest scores could then be extracted and used as the confidence of each detection prediction.  

 

With such confidence scores, for each of which is higher than the defined score (50%), the coordinates of 

the detections can be located via the centre x & y and width & height coordinates given by the layer outputs. 

In order to draw the bounding boxes however, the upper left corner coordinate is required by OpenCV and 

therefore, simple calculations were made using the height and width of the original image. 

 

 
Figure 40: YOLO Layer Information 

 

In addition, it was found that with the YOLO algorithm, there would often be multiple bounding boxes for 

each object detected and therefore, a non-maximum suppression was used to keep only the highest scoring 

detections. 

 

 

 

 

 

 

 

 

Continue to next page 
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For each object then detected, the x and y coordinates are extracted as well as the height and width alongside 

OpenCV’s ‘rectangle()’ function can then be used to draw the specified rectangle. 

 

 
Figure 41: YOLO Bounding Box 

 

Although the YOLO algorithm was successful at detecting licence plates, the issue surrounding the detection 

of multiple licence plates was unveiled and where YOLO can detect multiple objects, in this case licence 

plates, and thus posed moral concerns where captured snapshots may include vehicles and licence plates that 

are not of the primary vehicle in question within the snapshot, as shown in Appendix G.  

 

In order to eliminate this, the max area of each detection was calculated and its coordinates, alongside 

OpenCV’s ‘imwrite()’ function could be used to crop and save the largest licence plate within the 

snapshot as shown below. 

 
Figure 42: YOLO & OpenCV Cropping 

 

 
Figure 43: YOLO Cropped Licence Plate 
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6.7. Iteration 6 – Optical Character Recognition 

 

Having successfully detected licence plates, the next iteration stage fulfils requirement FR06 which is to 

perform Optical Character Recognition. As per figure 4, this iteration consists of pre-processing, character 

segmentation and character recognition. 

 

Where it is described in table 5 that Tesseract will be used for character recognition, its documentation 

providing techniques for improved quality outputs was used. Where images with 300 DPI (Dots Per Inch) 

work best, the original licence plate image is resized to five times its original size (tesseract-ocr, 2021).  

Following this, the image is grey-scaled too increase performance and is then blurred to reduce noise using 

the ‘GuassianBlur()’ function. 

 

 

Figure 44: Grey-scaling and Gaussian Blur 

 

Binarization is also advised, where Tesseract does this internally, it is suboptimal and therefore, the 

‘threshold()’ function is used to convert the image to black and white. Character thickness also affects 

the OCR accuracy and therefore, dilation is performed via the  ‘dilate()’ function (tesseract-ocr, 2021).   

 

 
Figure 45: Thresholding and Dilation 

 

As per iteration 4, similar techniques using the ‘OpenCV Find Contour Function’ were used to find all the 

contours and create a hierarchical list although, the contours are sorted from left to right to distinguish the 

order of letters. 

Similarly, the ‘boundingRect()’ function was also used to draw a bounding rectangle for each contour. 

 

 

 
Figure 46: Licence Plate Contours and Bounding Boxes 
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Although having successfully segmented the licence plates and its characters, it also displays unwanted 

regions such as manufacturer markings, licence plate standardisation digits and more. In order to eliminate 

these, the height & width ratio of the characters and their area were used to uniquely identify all characters.  

 

In order to eliminate such regions, all bounding boxes with an area less than 2000 pixels would be excluded. 

Furthermore, with many licence plates varying in width due to the number of characters, and where 

characters found on motorcycle licence plates are divided into two lines, the height and width of the number 

plate could not be used. A simple ratio between the height and width of each character was therefore used 

(Ratio = Height/Width). 

 

 
Figure 47: Licence Plate Character Bounding Boxes 

 

With each segmented character, the ‘bitwise()’ function was used to flip the characters from white to 

black text which is more suitable for Tesseract. 

 

Having successfully pre-processed and segmented characters, the final step of this iteration was to perform 

character recognition via Tesseracts python package knows as ‘Pytesseract’. As shown below, PSM 8 (Page 

segmentation method 8) was used to “treat the image as a single word” (tesseract-ocr, 2021) in addition to a 

whitelist of specified characters. 

 

 
Figure 48: Tesseract Recognition Process 

 

Having done so, the output could be printed to successfully show the recognised licence plate characters. 

 

 
Figure 49: Tesseract Recognition Output 
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6.8. Iteration 7 – Speech Recognition 

 

Following the licence plate detection and character recognition stages, requirement FR07 was achieved via 

the use of Pythons ‘SpeechRecognition’ library however alongside this, the ‘PyAudio’ package was also 

required in order to access the microphone. 

 The audio recogniser was first initialised with the microphone as the source and using this, it then listens to 

the source and later converts the audio into text. Prompt messages and validation were also incorporated.  

 

 

Figure 50: Speech Recognition 

 

6.9. Iteration 8 – Uploading/Displaying Data 

 

The final iteration aimed to upload and display all report data in order to fulfil requirement FR08. Due to the 

time constraint and lack of experience with file servers, the approach to uploading and viewing the vehicle 

and licence plate images was done via their binary data. Using the binary data meant that PHP’s 

‘base64_decode’ function could be used decode/convert the binary string into an image. Alongside this, the 

query shown below was also used to display all relevant data such as the captured licence plate text, speech 

recognition and more depending on which user is logged into the website. 

 

 

Figure 51: Report Data SQL Query 
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7. Testing and Evaluation Against Requirements 
 

This chapter aims to demonstrate and describe the testing strategies carried out, and to evaluate all of the 

system functionalities and requirements as per chapter 4. Doing so ensures that all bugs or issues are 

exposed so that remedial actions could either be implemented immediately or exposed/recommended for the 

future development of this project. 

Based on the iterative implementation stages planned via the Kanban board as well as the unfortunate 

limitations due to COVID-19, no user testing was able to be carried out and instead, testing was performed 

after each implementation iteration stage to ensure debugging could be done. 

 

7.1.  Browser Compatibility and Responsiveness Testing 

 

The first form of testing done was to ensure compatibility of web pages features across all popular browsers 

and mobile devices which validate requirements NFR03/04. This was achieved via the use of a matrix to test 

for bugs. Alongside this, all form of validation was testing as shown in Appendix I. 

 

 Browser 

 

 

 

Page 

 Firefox Chrome Microsoft Edge Safari Safari Mobile Chrome Mobile 

Home Pass Pass Pass Pass Pass Pass 

About Pass Pass Pass Pass Pass Pass 

Reports Pass Pass Pass Pass Pass Pass 

Contact us Pass Pass Pass Pass Pass Pass 

Login Pass Pass Pass Pass Pass Pass 

Register Pass Pass Pass Pass Pass Pass 

Table 6: Browser Testing Matrix 

7.2. Decisions Table Testing 

 

In order to test the verification and authentication of user information via the website forms and dashcam 

system, decision tables were used to test all possible user input variations against the implemented client and 

server side validation rules. Below is the decision table used to test the log in forms. 

Please see Appendix H for the user registration decision table and Appendix J for evidence of validation. 

 

B – Blank, T – True/Valid, F – False/Invalid 

 
 

Condition Email B B B T T T 

Password B F T B F T 

Action Expected 

results: 

Error: Please 

enter email 

and password 

Error: 

Please 

enter email 

Error: 

Please 

enter email 

Error: 

Please 

enter 

password 

Error: 

Please 

enter 

valid 

password 

Direct to 

home 

page or 

dashcam 

video 

feed 
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Condition Email F  F F 

Password B F T 

Action Expected 

results: 

Error: Please 

enter email 

and password 

Error: Please enter 

valid email and 

password 

Error: Please 

enter valid email 

Table 7: Login Decision Table Test 

Having tested the both the login and registration forms, it was found that usernames retrieved from the 

database with only differentiating in their upper or lower case when created would conflict where multiple 

users accounts are retrieved via the dashcam system. To solve this, the simple action of enforcing a lower 

case rule on all usernames was implemented in both the dashcam and web systems. 

 

7.3.  YOLO Algorithm Testing  

 

As described in chapter 6.4, image dataset gathering and YOLO algorithm training was performed. 

Throughout such training, a mAP graph was generated which shows a that a precision of 88% was achieved. 

 

Figure 52: YOLO mAP Graph 

Alongside the mAP graph, the need to test the YOLO algorithm was paramount to ensuring its functionality 

for the purpose of this project. Due to ethical concerns and the ethics review however, real-world testing was 

inhibited where it was stated that the system not be tested on real participant in the real world. 

The system was however tested on my own vehicle in a variety of conditions as shown below. 
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Figure 53: YOLO Real-World Testing 

7.4. Tesseract Testing 

 

As mentioned, the ethics review inhibited the ability to test the OCR/Tesseract performance on number 

plates captured in the real world and thus, could not be tested in a variety of conditions such as dark or 

bright weather where reflections or shadows may cause issues. To test this however, open source licence 

plate images as well as those captured of my own vehicle were used, as documented in Appendix K, which 

shows an accuracy rate of around 50% where such weather vulnerabilities and filtering conditions for 

character pre-processing and segmentation displayed inaccuracies, and thus incorrect character recognition. 

 

7.5. Speech Recognition Testing 

 

Although no formal testing was conducted for speech recognition and was done informally throughout the 

development, it was found that background noise or ambient sound would cause delays and inaccuracies in 

the recognition. To remedy this, a simple calibration was implemented which would listen to all background 

noise and adjust the threshold of the microphone, thus reducing the effects of ambient sounds. 

 

7.6. Evaluation Against Requirements 

 

Functional Requirement Evaluation 

Requirement 

ID 

Requirement Priority 

met?  

Comment Evidence 

FR01 The system shall authenticate 

users’ details during the 

registration stage 

Met With both the web and dashcam 

systems, users can register and 

log in. By doing so both systems 

successful authenticate user 

details and provide prompts and 

error messages where errors may 

occur. 

Appendix J 

 

FR02 The system shall authenticate 

users log in details and the log 

in stage 

Met 

FR03 The system shall prompt users 

of errors when filling in any 

form 

Met 
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NFR05 Users shall be prompted when 

there are errors with any 

forms 

Met 

NFR06 The system shall identify all 

of its users before granting 

access to the systems features 

Met 

FR04 The system shall capture an 

image from a live video feed 

at the press of a button 

Met The dashcam system successfully 

captures images from video feeds 

and saves a screenshot via a 

button press. 

-  

FR05 The systems shall detect 

licence plate with an 80% 

accuracy rate or more 

Met A mAP of 88% demonstrates that 

the YOLO algorithm can 

successfully detect licence plates. 

Appendix 

G & Figure 

52 

FR06 The system shall recognise 

licence plate characters using 

OCR with an accuracy rate of 

60% or more 

Partially 

Met 

Although the dashcam system can 

recognise licence plates, variables 

such as reflections and shadows 

can affect the accuracy.  

Appendix 

K 

FR07 The system shall perform 

speech recognition 

Met The system can successfully 

recognise and save speech, 

eliminating issues surrounding 

ambient noise. 

Appendix I 

FR08 The system shall upload 

reports to a user’s account 

including licence plate 

detection images, OCR text, 

date/time and speech 

Met Where the dashcam system  

uploads all relevant data which 

can be viewed view the website 

and both of which run locally via 

a permanent internet connection, 

users are unable to filter the 

results and unfortunately instead, 

reports are sorted by date in 

descending order which does not 

offer then same user friendliness 

or content control. 

Appendix I 

 

FR09 The system shall have a 

permanent internet connection 

to upload and save reports 

Met 

FR10 Users shall be able to filter 

their reports by date/time or 

licence plate 

Not Met 

FR11 Users shall be able to fill in a 

contact form 

Met With the creation of a ‘Contact 

us’ page connected to the 

Mercury mail server via XAMPP, 

users can successfully send 

emails. 

Appendix E 

& I 

FR12 The system shall hash all user 

passwords 

Partially 

Met 

Having encrypted all password 

using the MD5 hash digest, this 

meant that no plain text password 

were saved however, its 

vulnerabilities also meant that 

passwords could be decrypted and 

that a more secure/suitable 

hashing/salting algorithm should 

be used. 

-  
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FR13 Users should be able to use a 

web-based interface which 

displays all reports actioned 

Met Using the validation in 

combination with queries used to 

gather all relevant user 

information from the database, 

only data relating to their account 

will be displayed via the web 

system. 

Appendix E 

& I 

NFR01 Only users shall be able to 

access and view their reports 

Met 

NFR02 Reports shall be available to 

view within 3 seconds of the 

report being actioned 

Met Upon the detection and 

recognition of licence plates, all 

data is saved and can be 

immediately viewed via the web 

system.  

-  

Table 8: Functional Requirement Evaluation 

 

 

 

Non-Functional Requirement Evaluation 

Requirement 

ID 

Requirement Priority 

met? 

Comment Evidence 

NFR03 The web system shall be 

responsive for mobile and 

desktop viewing 

Met Having tested the web system on 

a variety of mobile and desktop 

browsers, this validated  that all 

aspects of functionality were 

both responsive and cross-

browser compatible. 

Appendix I 

& Table 6 

 

NFR04 The web system shall be 

compatible with all current 

browsers 

Met 

NFR07 Novice users shall be able to 

report a vehicle/driver within 

10 minutes.  

Not Met Due to COVID-19, no user 

testing could be performed and 

therefore, no interaction analysis 

could be carried out. 

-  

NFR08 Experienced users shall be 

able to report a vehicle/driver 

within 3 minutes. 

Not Met -  

NFR10 The web system shall be 

usable by all people  

Not Met -  

NFR09 A user guide shall be 

supplied 

Met A simple user guide was 

implanted via the ‘About us’ 

page where basic instructions are 

given to users. 

Appendix E 

& I 

Table 9: Non-Functional Requirement Evaluation 
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8. Conclusion 
 

8.1. Project Planning and Management 
 

As per chapter 3, many tools and techniques were used to manage and plan source code and tasks, one of 

which was the use of AWS which because the project was run locally using XAMPP in order to make use of 

PHP and mail servers, was not found to be beneficial and could not be run via the amazon supplied link. 

Furthermore, AWS does not allow for notes to be added with every updated version of source code as 

GitHub does and therefore would have been more beneficial. 

Additionally, the use Kanban boards were effective and by using physical sticky notes, they successfully 

acted as a visual reminder throughout. In combination, the use of iterative stages also were successful as it 

meant that the project could be broken down into small stages which would be complete before moving on 

as per Appendix L. 

Finally, although Gantt chart served useful at the beginning of the project, due to deadlines, commitments, 

COVID-19 related restrictions, and the university suffering from a cyber-attack, meant that it was difficult to 

follow. Instead it acted as a rough guide throughout the project, with one final Gantt chart towards the end of 

the project, also shown in Appendix L which demonstrates such issues where project deadlines were 

extended past their originally planned dates. 

 

8.2. Overview 
 

As a whole, this project was successful in its ability to seamlessly report driving offences via the dashcam 

system and automatically upload them to the web based system without the need further actions such as 

submitting forms. 

Although the project successfully met 17 requirements including most of the main functions, one 

shortcoming of a critical requirement (FR06) was the accuracy of OCR which could not be tested to its 

fullest extent and only achieved an accuracy rate of 50% based on the testing procedure performed. All other 

functions which were not met such as filtering results (FR10) and usability requirements (NFR07 & NFR08) 

were simply down to timescale limitations and COVID-19 restrictions. 

Furthermore, although such requirements were met, many of technical techniques and methods used were 

not the most suitable such as the MD5 hashing algorithm poses security vulnerabilities and where no file 

server was used to store licence plate images and instead, large binary data was stored in the database. 

 

8.3. Future Work 
 

Based on the evaluation, a recommendations for the future development of this project are as follows:   

• Improve password security by using a salt or a more secure hashing algorithm. 

• Introduce the ability to change user passwords for security purposes. 

• Improve the accuracy of the OCR – possibly by taking into account the size and ratio of the number 

plate in correlation to the size of characters. 

• Utilize a file server for the images rather than blob. 

• Filter the results shown on the website by number plate or by date descending or ascending. 

• Introduce the ability to edit/delete a detection if no longer wanted on the system. 

• Introduce the ability to add a note to a detection after it has been reported. 
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9. Appendices 
A. Project Initiation Document 
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B. Certificate of Ethics Review 
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C. Google Form Questionnaire 
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D. Low Fidelity Prototypes 
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E. Initial Website Development 
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F. Dashcam User Credential Validation 
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G. YOLO Detection of Multiple Licence Plates 

 

 

 
 

 

 

H. User Registration Decision Table Testing   

 

B – Blank 

T – True/Valid 

F – False/Invalid 

E – Exists 

 

Condition First Name / 

Last Name 

B T B T B T 

 User Name B T E B T E 

 Email 

Address / 

Password / 

Confirm 

Password 

B T F B T F 

Action Expected 

results: 

Error: 

Please fill 

in all fields 

Direct to 

login page 

Error: 

Please fill 

in all 

fields 

Error: 

Please fill 

in all 

fields 

Error: 

Please fill 

in all 

fields 

Error: 

Username 

exists / 

invalid 

password 

or email 
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I. Browser Testing 

 

Google Chrome 
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Firefox 
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Microsoft Edge 
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Safari 

 
 

 
 

 
 

 

 



31 

 

 

Safari Mobile 

 

 

 

Google Chrome Mobile 
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J. Validation Testing 
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K. Tesseract Testing 

 

Licence Plate Image Expected Result Actual Result 

 

SA54XPX  

 

SA54XPX  

 

MS79  

 

1MOS  

 

L7VWW  

 

INS3401  

 

YF20TSJ  

 

UG59KIV  

 

YL46FFF  

 

FZ22PXE  
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L. Final Gantt Chart and Kanban Board 
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